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A B S T R A C T  
This study demonstrates various fuzzy-based strategies for classifying and diagnosing people 
with mental illnesses such as schizophrenia and bipolar disorder. The signals collected from 32 
unipolar electrodes during non-invasive electroencephalogram analysis were examined to 
determine their key characteristics. This research uses a sophisticated fuzzy-based radial basis 
function neural network. Entropy analysis and analysis of variance of other statistical parameters 
are also used. Three hundred and twelve schizophrenic patients and 105 individuals with bipolar 
disorder were examined. In contrast to healthy controls, the data indicated that the patients were 
correctly classified. With close to 96% accuracy, the suggested method outperforms existing 
machine learning methods, such as support vector machines and k-nearest neighbors. 
Conclusion: This categorization method will enable the development of highly accurate 
algorithms to identify and classify various mental illnesses 

  

 

 

 

 

KEYWORDS 

 Load modeling 

Realistic load 

composite load 

MATLAB 

 

 

 

 

 
This is an open-access article under the CC–BY-SA license 

 

 

 

1. Introduction  

Bipolar disorder and schizophrenia share neuropsychological disorders that impact multiple domains. 
Schizophrenia is defined by substantial abnormalities in behavior and reality changes, such as 
hallucinations, delusions, and disorganized thinking, according to the American Psychiatric Association 
(DSM-IV)[1]. On the other hand, individuals with bipolar disorder display executive, working, verbal, 
visual, sustained attention, perception, and interpersonal connection issues. The first diagnosis of both 
mental diseases is typically determined based on personal observation, considering the patient's behaviors, 
changes in behavior, family history of mental illness, etc., in contrast to other patient groups and controls 
and DSM-IV criteria[2], [3], [4], [5]. 

However, this method often offers a complex diagnosis when the disease is still in its early stages. As 
a result, more analyzes and techniques are used. Electrophysiological activity may provide crucial 
information for a patient's clinical diagnosis in this way. The measured electroencephalogram (EEG) 
signal is highly beneficial for identifying brain rhythms, diagnosing brain diseases, detecting brain 
disorders, and, subsequently, offering suitable treatment to correct or enhance several issues connected 
to brain health. 

This work shows how EEG recordings, feature analysis, and deep learning classifications can be used 
to differentiate different types of brain diseases. Radial fundamental function neural networks (NNs) 
(RBF), in particular, have been used [6], [7], [8].  This kind of network has qualities that make it the best 
for bipolar disorder or schizophrenia. You can get good performance with various patterns. RBF also 
uses a fast training process and specific network settings. 

In addition, it can extend its network structure to the required level of precision[9]. The sections of 
this paper are as follows: The approach used for signal acquisition and processing is described in Section 

https://www.inter-journal.nusaputra.ac.id/IJEAT
mailto:ijeat@nusaputra.ac.id
mailto:muchtar.alisetyo@nusaputra.ac.id
mailto:edwinanto@nusaputra.ac.id
mailto:7yudha.putra@nusaputra.ac.id
mailto:8yufriana.imamulhak@nusaputra.ac.id
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
http://crossmark.crossref.org/dialog/?doi=10.26555/ijain.v6i2.000&domain=pdf


2 

ISSN 2620-9632 
International Journal of Engineering and Applied Technology (IJEAT) 

Vol. 5., No. 2, November 2022, pp. 1-6 

 
 

Harurikson Lumbantobinget al.( EEG-Based Classification of Schizophrenia and Bipolar Disorder with the Fuzzy Method) 

2. It also shows how machine learning methods can be used for classification. The key findings are 
summarized in Section 3. Finally, Section 4 provides a summary of the work. 

 

2. Method 

Actual EEG recordings have been used in this study to examine how the suggested NN system 
functions[10], [11], [12]. Brain disorders were identified using EEG recordings from 312 people with 
schizophrenia and 105 people with euthymic bipolar disorder. To receive a DSM-IV diagnosis, each 
patient underwent a structured clinical interview for DSM-IV (SCID). All participants were informed of 
the research's goals and methods before providing their written informed consent. The Cuenca Health 
Area Study received approval from the clinical research ethics committee[13]. EEG is performed using 
hospital equipment. Medical staff members are electrodes using the International 10-20 System[14]. The 
EEG recording of each patient includes various noise samples, including baseline, baseline artifacts, 
muscle noise, and so on. To improve the accuracy of the neural network, these signals are filtered. Maps 
are produced using knowledge of the location of the electrodes. According to the 10-20 system for data 
collection in our situation. 

Table 1.  Methodological steps followed for patient classification 

Step Action Sub Action 

1 EEG records 32 EEG signals 

2 Pre-processing - Filter Notch 

- High pass filter 

3 Processing - Electrode signal 

- Windowing 

4 Feature extraction - Mean 

- Entropy 

5 Classification - ANOVA 

- Deep learning 

 

The procedure from EEG measurement to patient classification is shown in Table 1. The initial phase 
employed a 32-channel Brain Vision system with a sampling rate of 500Hz and a signal gain of 75 K to 
record electrophysiological data (150x in the headbox). EEG data from 32 electrodes was continuously 
recorded using a worldwide 10–20 system (Z: Midline; FZ: Midline Frontal; CZ: Midline Central; PZ: 
Midline Parietal; Even number, location of the corresponding hemisphere; odd number, location left 
hemisphere; Fp: Frontopolar; F: Frontal; C: Middle; T: Temporal; P: Parietal; O: Occipital). 

The stored data is then pre-processed to eliminate outside interference. Signal noise is caused by 
electrical distribution networks and nearby electronic devices or may be caused by bodily functions, 
including body movements, eye blinking, breathing, or sweating. Notch and high-pass filtering remove 
these noise elements in the signal. Feature extraction (using mean and entropy) is performed when the 
brain signal is free from interference and artifacts. Using ANOVA and machine learning techniques 
determines the nature of the signal for categorization[14]. Using a radial basis function (RBF) neural 
network (NN) based on the fuzzy means (FM) method, deep learning approaches are utilized to categorize 
signals. 

The proposed method uses an initial fuzzy partition (FP) of the input space and several fuzzy sets 
created for each input variable[15], [16]. It is implemented using MATLAB to select the NN structure 
and the center of the hidden nodes. The novel RBF technique successfully separates the discourse 
universe uniformly into fuzzy sets. cj, Fj1, Fj2,..., FJC with the following form function for the input pj (j = 
1, 2,..., M) : 

𝜎𝐹𝑗
𝑠(𝑝𝑗) = 1 −

|𝑎𝑗−𝑣𝑗
𝑠|

𝑙𝑗
𝑠 if𝑝𝜖[𝑣𝑗

𝑠 − 𝑙𝑗
𝑠, 𝑣𝑗

𝑠 + 𝑙𝑗
𝑠](𝑠 = 1, . . , 𝑐𝑗) 
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𝜎𝐹𝑗
𝑠(𝑝𝑗) = 0for anything else 

where the LSJ equals half the corresponding width, vSJ is the central element where the unit 
membership value is assigned. The sum of the degrees of correspondence at every given location in the 
discourse universe approaches unity for any input variable. Our conception of FP generates each initial 
input into an M-dimensional input space. Keeping this in mind, the approaches listed below are suggested 
to find the closest fuzzy subspace of the input data vector. 

According to research, bipolar disease patients can be correctly identified from recorded EEG 
data[17]. The Balanced Accuracy, Recall, Precision, and F1 values, as well as the suggested approach for 
schizophrenia and bipolar disorder[18], are shown in Tables 1 and 2, respectively. Support vector machine 
(SVM) and K-nearest neighbor (KNN) are well-known classification algorithms[19], [20], [21]. 

Table 1 shows the F1 values, accuracy, recall, and precision for several machine learning models and 
suggested approaches for schizophrenic patients. 

 

3. Results and Discussion 

According to research, bipolar disease patients can be correctly identified from recorded EEG data. 
The Balanced Accuracy, Recall, Precision, and F1 values, as well as the suggested approach for 
schizophrenia and bipolar disorder[22], [23], [24] are shown in Tables 1 and 2, respectively. Support vector 
machine (SVM) and K-nearest neighbor (KNN) are well-known classification algorithms[25]. 

Table 1 shows the F1 values, accuracy, recall, and precision for several machine learning models and 
suggested approaches for schizophrenic patients. 

Table 2.  Shows the F1 values, accuracy, recall, and precision for several machine learning models and suggested 
approaches for schizophrenic patients. 

Method Balanced 

accuracy 

(%) 

Recall (%) Precision 

(%) 

Score F1 

(%) 

SVM 84.74 84.84 84.64 84.14 

KNN 87.94 88.08 87.81 87.68 

Result 93.40 93.49 93.30 92.72 

 

Table 2 shows the F1 values, accuracy, recall, and precision for several machine learning models and 
suggested treatments for people with bipolar disorder. 

Table 3.  Shows the F1 values, accuracy, recall, and precision for several machine learning models and suggested 
treatments for people with bipolar disorder. 

Method Balanced 

accuracy(%) 

Recall (%) Precision 

(%) 

Score 

F1 (%) 

SVM 88.17 88.28 87.54 87.91 

KNN 89.63 89.74 88.99 89.36 

Result 96.78 96.89 96.09 96.49 

 

SVM and KNN-based systems consistently produce accuracy, recall, and precision values, as well as 
F1 values below 90%. The proposed strategy, based on NN, performed the best, with discounts for 
schizophrenia and bipolar disorder exceeding 93% and 96%, respectively. It is important to note that each 
performance score is obtained for an accurate EEG record. In addition, several retrieved parameters from 
the cleaned EEG signal were investigated, and variance was quantified using an ANOVA with Bonferroni 
testing. The EEG data were divided into a 5-second frame and then processed with MATLAB to produce 
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entropy for all electrodes and volunteers. The IBM SPSS Statistics application was then used to assess the 
significance between patients and healthy controls. 

The left frontal and occipital lobes revealed substantial changes in ANOVA analysis with the 
Bonferroni test (see p-value below 0.005 in dark green), reflecting decreased brain synaptic connections 
above the area experienced by schizophrenic patients. The findings in this publication advance previous 
research in the related field. The various machine learning and deep learning algorithms used to identify 
schizophrenia and bipolar disorder obtain accuracy values of up to 91%, as seen from the summary in 
table 4. 

Table 4.  Shows the classification performance of the latest research publications using the latest deep learning and 
machine learning techniques. 

Paper Mental disorders Method Accuracy

(%) 

[10] Skizofrenia RF 70.80 

Skizofrenia KNN 83.30 

Skizofrenia RF 79.20 

Skizofrenia SVM 91.70 

[11] Gangguan bipolar SVM 80.19 

[12] Skizofrenia RF 81.10 

[13] Skizofrenia LSTM 72.50 

Gangguan bipolar LSTM 67.50 

[14] Gangguan bipolar ANN 89,80 

Didapatkan Skizofrenia RBF+FM 93,40 

Didapatkan Gangguan bipolar RBF+FM 96,78 

 

These findings suggest that deep learning techniques can successfully classify patients with 
schizophrenia and bipolar disorder using the radial basis function. In addition, our results increase the 
value of accuracy, establishing a practical method for creating new and future classification algorithms. 

 

4. Conclusion 

According to this study, EEG recordings could be used to identify between patients with 
schizophrenia and bipolar illness and healthy controls. Before classification, the processed EEG signal 
data extracts key features, such as mean and entropy. Machine learning methods have also been used for 
variations. Several well-known classifiers, including the recently proposed SVM, KNN, and NN, have 
been used. Better results when using the RBF artificial neural network built using the FM algorithm. Better 
on the accuracy, memory, and precision balanced scale than 93% for schizophrenia and 96% for bipolar 
illness (F1). The left frontal and occipital lobes also showed significant modifications, according to several 
ANOVA examinations with the Bonferroni test. Last but not least, the experimental results in this study 
show the value of the recommended classification technique, which may be utilized as an additional tool 
during clinical analysis to help psychiatrists diagnose patients with mental illness. 
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